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Hardware
Systolic array, Multiplier, Shifter, 
Memory architecture & configuration, …

Fig. 1. Abstraction Stack for common Machine Learning Frameworks.

Machine learning (ML) in the past decade has been one

of the most popular topics of research within the computing

community. Interest within the computing field ranges across

all levels of the computation stack. We show this stack in

Figure 1. This work introduces an open framework, called

AIgean, to build and deploy machine learning (ML) algorithms

on a heterogeneous cluster of devices (CPUs and FPGAs).

Users can flexibly modify any layer of the machine learning

stack in Figure 1 to suit their need. This allows both machine

learning domain experts to focus on higher algorithmic layers,

and distributed systems experts to create the communication

layers below.

We leverage two open-source projects: Galapagos [3], for

multi-FPGA deployment and hls4ml [1], for generating

machine learning kernels synthesizable using Vivado HLS. We

use particle detection in the physics domain to provide the first

driving applications that help us to characterize the framework.

To use AIgean, the user provides a machine learning algorithm

and the resources of their cluster. Then AIgean converts the

algorithm into appropriate IP cores and provides the off-chip

communication between devices. HLS4ml was adapted to

provide streaming interfaces. This fits the Galapagos model

and works well with single inference. We designed a bridge

from hls4ml to Galapagos to convert fixed-point streams into

Galapagos streams that can be received from any compute

kernel within our cluster.

We demonstrate the effectiveness of AIgean with two use

cases: a small network running on a single network-connected

FPGA and an autoencoder running on three FPGAs, and com-

pare to SDAccel [4]. Our small neural-network single-FPGA

implementation can implement a single inference in 0.08 ms

as opposed to 2.9 ms in SDAccel, highlighting the efficacy of a

network-connected accelerator for a single inference case. Our

3-FPGA autoencoder implementation performs a batch-size of

2400 inferences in 0.08 ms as opposed to 0.26 ms on a single

FPGA in SDAccel, showing the need for multi-FPGA fabrics

as it allows users to target large implementations of their

machine learning circuitry, these implementations can perform

better than smaller implementations. Multi-FPGA fabrics also

make it possible to implement large networks such as ResNet-

50, which is work in progress. Preliminary results before any

optimizations have been applied shows that we can achieve

a throughput of 200 images/s using 5 FPGAs, which can

be compared to Brainwave, which has a throughput of 559

images/s [2]. We expect our results to improve significantly

once we apply optimizations.
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