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Abstract—Probabilistic Graphical Models (PGM) have recently received increasing attention for various tasks and approaches for their acceleration on FPGAs have been presented.

In this work, we investigate three different arithmetic formats, namely customized floating-point, Posit and logarithmic number systems with regard to their suitability for the inference in PGMs, specifically so-called Sum-Product Networks (SPN). Based on results from an automatic design-space exploration developed in this work, we implement hardware arithmetic operators for each format, optimized for SPN inference.

Our evaluation shows that the choice of the area-efficient solution depends on the relation between the numbers of adders to multipliers in the network. Up to 57% and 68% of Slice and DSP reductions, respectively, could be obtained compared to previous work. With regard to performance, all formats achieve similar results and outperform CPU and GPU-based implementations of SPN inference by factors up to 12x and 4.6x, respectively.

I. INTRODUCTION

Next to GPUs and custom ASICs, such as Google’s TPU, FPGAs have established themselves as a successful implementation platform for the acceleration of machine learning (ML) tasks, in particular for inference. Besides numerous works on the acceleration of the inference in neural networks, for example convolutional neural networks (CNN) for computer vision applications, new approaches to accelerate inference in probabilistic models on FPGAs have recently been presented.

One such approach for the inference in so-called Sum-Product Networks (SPN) was developed in [1], [2], [3]. Compared to neural networks, Sum-Product Networks, which belong to the class of tractable Probabilistic Graphical Models (PGM), can better deal with missing input features and, as SPNs compute exact probability values, are also able to express uncertainty over their outputs.

However, this ability also poses new challenges to the implementation of such networks on FPGAs. In [1], [2], the authors used a double-precision floating-point format to preserve accuracy. Such an arithmetic format is expensive to implement on FPGAs. Therefore, in this work, we seek to optimize the hardware arithmetic operators to reduce resource usage, while preserving sufficient accuracy. To this end, we will investigate three different arithmetic formats, namely “traditional” but customized floating point, logarithmic number system (LNS) and Posit, with regard to their suitability for FPGA-based accelerators for SPN inference.

We exploit an automatic and efficient design-space exploration (DSE) flow, based on software-only emulation of the arithmetic formats for SPN inference, to determine the minimal bit-widths required to preserve accuracy with each of the formats prior to hardware generation.

Based on the findings from our DSE, we then implement hardware arithmetic operators for each of the three investigated arithmetic formats, optimized for the inference in Sum-Product Networks on FPGAs. The optimized arithmetic operators are used to generate fully pipelined datapaths, which are integrated into a SoC-design providing the host-CPU software interface.

In our extensive evaluation, we investigate which arithmetic format is most suited for SPN inference on FPGAs and compare the performance of the generated datapaths with CPU and GPU-based implementations of SPN inference.

II. SPN BACKGROUND

Sum-Product Networks [4] belong to the class of probabilistic models, which can be used for a range of different machine learning tasks. As they are also able to take the statistical nature of the data into account, and deal well with uncertainty and missing features, this class of models has received increasing attention recently.

After a probabilistic model has been trained from data, different machine learning problems, such as classification and regression, can be solved by using probabilistic queries on the trained model. An example for such a query would be to determine which news-article a user is most likely interested in, based on information on whether or not he or she has looked at other articles before.

In comparison with other probabilistic models and other ML-techniques, such as deep neural networks, SPNs exhibit a number of interesting characteristics, that makes them attractive for use in a range of different applications. For example, SPNs have already been used successfully for sequence labeling [5], i.e., classifying the characters in a handwritten sequence, or in path planning algorithms for mobile robots [6].

One very important property of SPNs for their practical usage is the efficiency of the inference: While in general, inference for unrestricted PGMs is intractable, the inference in SPNs is guaranteed to be linear w.r.t. the number of nodes [4], [7]. This tractable inference is key to efficiently answering probabilistic queries in practical applications.
Another interesting property of SPNs is their expressiveness: From mixture models, which can easily be represented by a shallow Sum-Product Network with a single sum-node, SPNs inherit the universal approximation property [8]. This means that Sum-Product Networks can represent any prediction function, similar to deep neural networks.

One of the most interesting properties about Sum-Product Networks, that also makes SPNs stand out from other ML techniques such as deep neural networks, is the precision of the inference process. Whereas neural networks generally compute approximate values, Sum-Product Networks are instances of Arithmetic Circuits [9] and therefore facilitate the computation of exact probability values. Beyond more precise answers to queries, this also offers the advantage that the inference process can be combined with anomaly detection by comparing the respective probabilities from different SPNs, and also better account for the statistical nature of the data.

In this work, we focus on the inference process in a pre-trained SPN. In this case, the learning has taken place offline on a traditional CPU-based machine.

A. Model Representation

A Sum-Product Network captures the joint probability \( P(X, Y, Z) \) over a set of variables \( \{X, Y, Z\} \) in the form of a rooted, directed acyclic graph (DAG). An example for a valid SPN over the variables \( \{x_1, x_2, x_3, x_4\} \) can be found in Fig. 1. The graph representation of SPNs is composed from three different kinds of nodes, with some additional restrictions to guarantee the validity of the SPN:

- Leaf nodes represent univariate distributions over a single variable. In this work, based on the approach proposed by Molina et al. [10], we represent these univariate distributions by histograms for an efficient mapping to the FPGA.
- Factorizations over independent distributions are represented by product nodes in the graph. The child nodes of a product node are defined over different scopes, i.e., each sub-tree uses a distinct set of variables.
- Mixtures over distributions defined over the same set of variables are represented by sum-nodes, where each child node is additionally associated with a weight. The child nodes of a sum node are defined over the same scope, i.e., the same set of variables appears in each subtree.

B. Inference

The inference process depends on the kind of probabilistic query that should be answered. Common to all kinds of inference is the bottom-up evaluation of the SPN graph, eventually yielding a probability value at the root of the graph.

The most basic kind of inference in an SPN is the joint computation, yielding the joint probability for given input values, i.e., full evidence. In the first step, the leaf nodes are queried with the value of the associated input variable, yielding a probability value. In this work, the univariate distributions at leaf nodes associated with an input variable are modeled using histograms, which are simply indexed with the input value. The resulting probability values are then propagated upwards through the tree. At product nodes, the child node values are multiplied with each other. When a sum node is reached, the child node values are first multiplied with the corresponding weight and then summed up.

Marginalization [8] of variables is another possible kind of query that can be answered by inference. To this end, the leaf nodes associated with the marginalized input variables are replaced by the probability 1. The remaining leaf nodes are just queried with the associated input values from the partial evidence. The rest of the inference process is identical to the joint computation. Through the combination of joint computation and marginalization, it is also possible to compute conditional probabilities using the following equation, where the numerator of the fraction corresponds to the joint computation and the denominator can be computed by marginalization of \( Y \): \( P(Y|X) = \frac{P(Y, X)}{P(X)} \).

In this work, we focus on joint computation, but the datapath architecture can easily be extended to support other kinds of inference, such as marginalization.

In prior work, accelerators for the inference in other Probabilistic Graphical Models such as Bayesian Networks (BN) [11] or Markov Random Fields (MRF) [12] were developed. However, as discussed in the previous section, the inference in these kinds of PGMs differs significantly from Sum-Product Networks and the techniques used in these works cannot be applied to SPNs without further ado.

To the best of our knowledge, the only approach to accelerate SPN inference on FPGAs was presented in [1],[2]. In this work, we seek to extend the automatic toolflow from this work with three different arithmetic formats.

III. ARITHMETIC NUMBER FORMATS

A. Fixed Point

Fixed-point arithmetic can be implemented very efficiently in FPGAs. Yet, we do not consider fixed-point further in this work, because with SPNs, very small numbers can still represent significant results. In [10], the authors reported on relevant log-likelihoods as small as \( -144 \) and a first analysis of the dynamic range of the results of our benchmark networks showed that the smallest numbers are as small as \( 1.85 \times 10^{-88} \).
As each number can also be as large as one, at least 292 bits would be necessary to encode this number. A binary multiplier of corresponding size would require over 200 DSP-slices and is thus not a viable option.

The fact that such small numbers can still be significant for the outcome of the SPN and the result of the ML-task is also the reason why we use comparisons in log-space to compute the deviation from reference results in the rest of this work.

### B. Floating Point

As motivated above, for applications requiring a large dynamic range, the word length $w$ of fixed-point numbers may get excessively large. Floating point (FP) numbers provide a much wider dynamic range, at the cost of a reduced precision, for the same number of bits. An FP number $X$ according to the IEEE 754 standard is represented as $X = (-1)^s \times 1.f \times 2^{e-\epsilon}$, where $s$ is the sign bit (0 for positive, 1 for negative), $f$ is the fraction and $e$ is the exponent field. The exponent field $e$ is a $w_{es}$ bit unsigned integer that represents the signed exponent $e - \epsilon_0$, where $\epsilon_0$ is called the bias defined as $\epsilon_0 = 2^{w_{es} - 1} - 1$. As the FP format is normalized such that the leading bit of the mantissa is equal to ‘1’, only the fractional bits of the mantissa are stored in $w_{m}$ bits.

### C. Posit

The Posit arithmetic format is a comparably young format, introduced in 2017 as an implementation of type-3 unum (universal number) arithmetic [13]. The Posit format is characterized by two parameters, the total number of bits in the format $w$ and the number of bits used to represent the exponent $w_{es}$.

As shown in Fig. 2, the Posit number representation is composed of four parts.

Negative numbers are encoded as 2’s complement where the most significant bit ($s$) indicates the sign of the number.

The next component, the so-called regime, distinguishes Posit from traditional floating point formats. The regime is represented using a variable run-length (or thermometer) encoding, i.e., a sequence of bits with identical value terminated by a bit of the opposite value, where the length of the sequence represents the encoded value. As an example, the sequence 0001 encodes the value $-3$, whereas the sequence 110 encodes the value $2$.

The third component, the exponent, is encoded as a binary number using a fixed size of $w_{es}$ bits. In contrast to IEEE754 floating point, the exponent only encodes positive numbers and no bias is used.

The last component is the mantissa, which is stored just as in IEEE754 floating point, with an implicit leading 1 omitted. The mantissa occupies the remaining $w_{m}$ bits, that are left after the run-length encoding of the regime and the fixed-size exponent.

Because the length of the regime is only limited by $w - 1$, the mantissa and also the exponent may not be present at all.

Given the sign bit $s$, a regime value $r$, the exponent $e$ and the mantissa $f$, the number represented in Posit can be computed as follows: $(-1)^s \times \text{used}^r \times 2^e \times 1.f$, where used = $2^{w_{m}}$. As an example, with $w = 7$ and $w_{es} = 2$, the bit-sequence 0,01,11,10 encodes the decimal value $(-1)^0 \times (2^{2})^{-1} \times 2^1 \times 1.102 = 0.75$.

Multiple previous works have developed Posit arithmetic hardware operators for FPGAs. While [14] and [15] found that Posit incurred a significant area overhead over traditional floating point, the operators developed in [16] required resources comparable to FP implementations and for the particular application investigated in this work, floating point could be replaced with a smaller bit-width and more area-efficient Posit format. As only the operators from [14] are available open-source, we build on this library for the implementation of the Posit hardware operators in this work. We extend the operators to meet our requirements as described in Section V-C.

### D. Logarithmic Number System

Originally, Logarithmic Number Systems (LNS) were developed as an alternative to floating point numbers. The general idea behind LNS is that instead of storing a real number as a combination of an integer exponent and a fixed-point number, only the logarithm $\log_2(A) = E_A$ is stored as a fixed-point exponent. In general purpose applications, LNS-numbers are then encoded as follows: $A = -1^{S_A} \times 2^{E_A}$ and a flag is used for zero values [17], [18].

Due to the logarithmic nature of the encoding, all calculations are performed in a logarithmic scale. Thus, logarithmic properties apply and $\log_2(x \times y) = \log_2(x) + \log_2(y)$, greatly simplifying multiplicative calculations.

In contrast to this, additive arithmetic operations become more complex. Assuming that $x > y$ holds, addition and subtraction are given by $\log_2(x \pm y) = \log_2(x) + \log_2(1 \pm 2^{(\log_2(y) - \log_2(x))})$. The second part of the equation is usually implemented through a helper function $h$, and the allowed interpolation error determines how this function is implemented in hardware. In this work, we adapt the approach from [3], which was optimized for SPNs and uses a quadratic spline interpolation for $h$.

### IV. DESIGN-SPACE EXPLORATION USING SOFTWARE EMULATION

A fair comparison of the three arithmetic formats considered requires that the individual parameters of the different formats (e.g. overall bitwidth) are optimized as much as possible.

To this end, prior work such as [19] has often used theoretical worst-case analyses based on error-models for fixed- and floating-point arithmetic operators. However, these analyses tend to overestimate the error that occurs during...
actual computation. Besides that, error analysis models for Posit and LNS are not readily available and many of the application-specific optimizations to the hardware operator implementations described in Section V cannot easily be modelled in such error models.

Therefore, we take a different approach: Using a C++-based software emulation of the individual SPN and the different arithmetic formats, the design-space is traversed to determine the best viable configuration for each arithmetic format on a per-benchmark basis. We use the available benchmark data to run the software emulation with each configuration and only accept a configuration, if it maintains a given error-threshold. As the representativeness of the training data is key to the ML training itself, the design-space exploration will yield configurations that work for all relevant input combinations. This approach is also common when quantizing neural networks [20].

A. Implementation

Using a graph-based intermediate representation and an abstract syntax tree (AST) infrastructure, we generate C++ code emulating the behavior of each of the different arithmetic formats in hardware as closely as possible. The design-space of possible configurations is then automatically traversed. For each configuration, we generate and compile the C++ code and run the SPN inference on a CPU. If the maximum error does not exceed the configurable error threshold, we accept the configuration.

The performance of the DSE can be improved significantly by investigating multiple configurations in parallel and additionally parallelizing the CPU-based execution using OpenMP. This way, we could reduce the time required to determine the correct floating-point configuration for the largest benchmark instance NIPS80 from 656 seconds to only 138 seconds.

B. Accuracy Results

For the following accuracy evaluation, an error threshold of $1 \times 10^{-6}$ was used. Note that we compute the error in log-space to determine the error independently from the magnitude of the values. For each of the arithmetic formats, different parameters can be chosen: For floating point, the number of bits in the mantissa ($w_m$) and the exponent ($w_e$) can be configured. The Posit format is parameterized by the total number of bits ($w$) and the number of bits used for the exponent ($w_{es}$). The LNS format can be configured by three parameters: The number of integer ($w_I$) and fraction ($w_F$) bits in the fixed-point format of the exponent and the maximum error allowed for the interpolation (Error) of the helper function $h$ used in LNS-addition.

The configurations identified through our design-space exploration for each benchmark can be found in Table I. The plots in Fig. 3 show how the maximum error develops across different configurations for each arithmetic format in the NIPS80 benchmark, the largest instance in our benchmark set.

For floating point, a minimum number of exponent bits ($w_e$) is required to be able to represent small but significant values in the first place. Beyond that, a certain number of mantissa bits ($w_m$) is required to represent numbers sufficiently accurate so the error will not accumulate beyond the error threshold. With Posit, a minimum number of bits for the exponent ($w_{es}$) and the total size of the format ($w$) is required. However, if the size of the exponent is increased beyond that minimum number, the total number of bits also has to be increased, otherwise the number of bits remaining for the mantissa (max.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CONFIGURATION OF THE THREE ARITHMETIC FORMATS FOR EACH OF THE BENCHMARKS MAINTAINING AN ERROR OF $1 \times 10^{-6}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>FP</td>
</tr>
<tr>
<td>Accidents</td>
<td>8</td>
</tr>
<tr>
<td>Audio</td>
<td>9</td>
</tr>
<tr>
<td>MSNBC 200</td>
<td>8</td>
</tr>
<tr>
<td>MSNBC 300</td>
<td>8</td>
</tr>
<tr>
<td>Netflix</td>
<td>9</td>
</tr>
<tr>
<td>NLTC</td>
<td>7</td>
</tr>
<tr>
<td>Plants</td>
<td>8</td>
</tr>
<tr>
<td>NIPS5</td>
<td>7</td>
</tr>
<tr>
<td>NIPS10</td>
<td>7</td>
</tr>
<tr>
<td>NIPS20</td>
<td>8</td>
</tr>
<tr>
<td>NIPS30</td>
<td>8</td>
</tr>
<tr>
<td>NIPS40</td>
<td>9</td>
</tr>
<tr>
<td>NIPS50</td>
<td>9</td>
</tr>
<tr>
<td>NIPS60</td>
<td>9</td>
</tr>
<tr>
<td>NIPS70</td>
<td>9</td>
</tr>
<tr>
<td>NIPS80</td>
<td>10</td>
</tr>
</tbody>
</table>

Notes: $w = w_{es} + w_m$.
$w - w_{es} - 3$) is no longer sufficient. So for Posit, the sweet spot is reached when $w_{es}$ is just large enough to encode all relevant exponents.

The direct comparison of floating-point and Posit shows, that the total bitwidth of the formats is typically relatively close. This result aligns with the findings in [21]. The probabilistic values computed inside the SPN tree are very small, and lie outside of the golden range identified in [21]. In that range, relatively small Posit formats can be used to replace significantly larger floating-point formats.

The LNS format will only produce correct results, if the number of integer bits ($w_I$) is sufficiently large to represent all relevant exponents, therefore the plot in Fig. 3 shows the development of the error depending on the fraction bits ($w_F$) of the exponent and the interpolation error of the addition helper function $h$ for $w_I = 9$. The number of fraction bits must be sufficiently large to represent numbers with a certain accuracy and, at the same time, the allowed interpolation error of $h$ must be sufficiently small so the LNS addition does not introduce excessive error.

V. IMPLEMENTATION OF HARDWARE ARITHMETIC OPERATORS

Based on the findings from the automatic DSE presented in the previous section, specialized hardware arithmetic operators for SPN inference were developed. This section details the implementation for each arithmetic format. An overview of the resource requirements of the individual operators can be found in Table II. The operators were designed as drop-in replacement for the operators in [2] to enable reuse of the automatic toolflow in this work.

A. Floating Point

The floating point implementations used in this work are based on the FloPoCo tool [22] which was extended for the specifics of SPN. All of our extensions have been made publicly available in the FloPoCo git repository [23]. Note that subnormal numbers are not supported in FloPoCo as they are very costly to implement and the loss in dynamic range can be easily compensated by adding one additional mantissa bit.

1) Floating Point Adder: Addition in FP is a much more time and resource consuming operation compared to FP multiplication. The basic algorithm to perform a floating point addition requires the following computation steps: 1) computing the exponent difference, 2) alignment of the operands, 3) mantissa addition, 4) alignment and rounding of the result, and, 5) handling of special values. All these computations lie on the critical path where the large bit shifters required for the two alignment steps are among the most demanding. Also, faithful rounding does not help much for addition. However, a well-known technique to reduce the delay is the dual-path (DP) architecture [24]. The observation here is that two cases exist that can be treated separately: 1) when subtracting two numbers with similar magnitude, only a small operand shift is necessary while a full result shifter is required; 2) in all other cases, the operand shift has to be large while a small shift for the result is sufficient. In the DP adder, the computations for both cases are computed in parallel, and the correct result is selected at the end. Fig. 4 shows the data path for processing the mantissa, omitting the control signals for brevity. The first case is called the close-path (shown on the left in blue) and the second case the far-path (shown on the right in green). While for the operand alignment only a 1-bit right shift (R1-Shift) is necessary in the close-path, a full right shifter (R-Shift) is necessary in the far-path. In contrast, the result of the close-path requires a leading zero counter (LZC) and full right shifter, while the the far-path only requires a 2-bit shift (R2-Shift) for normalization and rounding.

To implement SPNs, we can make use of the dual-path idea by exploiting the fact that all values in SPNs are restricted to be positive and only additions occur. Hence, the close-path in a dual-path architecture will never be active in an SPN. To this end, we extended the dual-path implementation of the FPAdd operator in FloPoCo with an option to optimize the adder only for positive numbers, which omits all components from the close-path as well as the output multiplexer.

To gauge the effects of this optimization, we performed a synthesis experiment on the single operators (using the same setup later described in Section VI-B). The results are given in Table III, showing the logic resources, the pipeline depth (PD) as well as the max. clock frequency. As there are two options for the FP adder in FloPoCo, a single path and a dual path, we synthesized both. As expected, the dual path has one pipeline stage less compared to the single path, but at the expense of a larger chip area. Remarkably, our optimization for only positive operands (listed as "only pos. args.") leads to a slice reduction of 23.2% and 42.4% compared to the single
significantly more resources than its floating-point counterpart and the higher internal precision cause the Posit adder to use twice the number of slices compared to the floating-point multiplier, and no DSPs. For brevity, numbers are given relative to the entire FPGA, the absolute number of resources available are 108,300 (Slices), 1,470 (BRAM) and 3,600 (DSP), respectively.

B. Logarithmic Number System

For the implementation of the LNS hardware operators, we employ the implementation of Weber et al., presented in [3]. They developed pipelined and parameterized LNS adders and multipliers targeted towards SPNs.

As discussed earlier, multiplication in the logarithmic space can be implemented as a simple binary addition, and consequently consumes less than half (36 vs. 86, cf. Table II) of the slices compared to the floating-point multiplier, and no DSPs.

On the other hand, the much more complex calculation for addition in logarithmic space, for which a quadratic spline interpolation was used in [3], results in a larger chip area for the logarithmic adder, which consumes 757 slices and 20 DSPs, compared to 106 slices and no DSPs for FP.

C. Posit

For the implementation of the Posit hardware operators, we build upon PACoGen [14], an open-source project providing Posit basic arithmetic operators. These implementations are generally only realized as combinatorial circuits.

To ensure a fair comparison between the arithmetic formats regarding operating frequency, we introduced pipelining into the existing, parameterized implementation. The resulting multiplication operator requires almost five times the logic resources (340 vs. 86 slices), and, even though we adopted the optimal DSP allocation scheme from [26], twice the number of DSPs (4 vs. 2), as the floating-point multiplier. In case of the addition, the additional decoding logic for the regime and the higher internal precision cause the Posit adder to use significantly more resources than its floating-point counterpart (374 vs. 106 slices, cf. Table II).

B. FPGA Implementation Results

We first compare the resource usage of the three different arithmetic formats for the benchmark set, using the configurations from Table I. Xilinx Vivado 2019.1 and TaPaSCo 2019.10 (pre-release) are used to generate bitstreams for a Xilinx Virtex 7 FPGA device (xc7vx690), all numbers given here are taken from the post-place&route reports. We use the automatic design-space exploration feature of TaPaSCo [30] to determine the best possible frequency. All bitstreams are tested in actual hardware on a Xilinx VC709 development board, verifying that the configurations determined by our DSE (cf. Section IV) maintain the given error bound of $1 \times 10^{-6}$.

The FPGA implementation results are given in Table IV. For brevity, numbers are given relative to the entire FPGA, the absolute number of resources available are 108,300 (Slices), 1,470 (BRAM) and 3,600 (DSP), respectively.

Through our automatic design-space exploration to determine the minimum viable configuration and the optimization to the floating point operators described in Section V-A, the resource usage compared to the results reported in [2], decreases by up to 57% in logic slices (avg. 38.5%) and up to 68% in DSP (avg. 62.9%). Additionally, the clock frequency increases by up to 75 MHz (avg. 46.6 MHz). The decrease in resource consumption is also depicted in Fig. 5.

The comparison between customized floating-point (CFP) and Posit shows that the latter requires significantly more logic (avg. +53%) and, except for benchmarks Audio and Plants, which contain a low number of adders in comparison...
to the number of multipliers, also twice the number of DSPs. The BRAM utilization is almost identical, the frequency is typically lower for Posit (avg. 30 MHz less) and the pipelines are notably deeper. Overall, one can conclude that Posit is less suitable for SPN inference than floating-point, probably because the numbers involved in SPN inference lie outside of the golden range (cf. Section IV-B), where Posit could make up for the additional decoding logic by using much narrower bitwidths. However, the Posit-based arithmetic still makes up for the additional decoding logic by using much narrower bitwidths. However, the Posit-based arithmetic still outperforms the double-precision arithmetic used in [2] by up to 22.6% in slices (avg. 9.5%) and 36% in DSP (avg. 34.2%).

When compared with floating-point, LNS requires slightly more slices (avg. +7.57%) and significantly (avg. +56%) more BRAM, which, however, is not a critical resource in our case. The frequencies are comparable, with winners in both formats. The pipelines are much deeper, mainly due to the long latency (64 cycles) of the LNS adder. The DSP usage comparison between floating-point and LNS is highly dependent on the multiplier/adder-ratio (given as MA/LNS in Table IV) of the examples. Only if there are roughly nine times more multipliers than adders, LNS outperforms floating-point with regard to the DSP usage (NIPS10 is an outlier, probably due to the very low DSP usage in both formats). Overall, it seems that LNS is only suitable for such SPNs with a much higher number of multipliers than adders. Yet, the LNS-based arithmetic is able to outperform the FloPoCo double-arithmetic results from [2] by up to 57.5% in slices (avg. 33.7%) and 86% in DSP (avg. 66%), in particular for examples with only a few adders.

To further validate our results, we also tested relaxed error conditions, namely $1 \times 10^{-4}$ and $1 \times 10^{-2}$, for benchmarks Accidents and Audio, which were chosen because of their very different adder/multiplier-ratio. We have to omit detailed results for brevity here, but overall, the relation between LNS- and floating-point format found in the evaluation for $1 \times 10^{-6}$ persists for relaxed error conditions: LNS is only able to save resources in comparison to floating-point, if the SPN contains very few adders compared to the number of multipliers.

C. Power Evaluation

Next to the required chip area, we are also interested in the impact of the arithmetic format onto power consumption.

In order to investigate the power consumption of the different arithmetic formats, we consider only the datapath itself, leaving out the memory infrastructure and TAPaSCo platform infrastructure. We again run synthesis and P&R for the Xilinx VC709 board using Vivado 2019.1. Afterwards, we use Mentor Questasim 2019.2 to run a post-implementation timing simulation to capture signal activity information from a run with actual inference input data. Using this activity information, we then use the Vivado 2019.1 power analysis tool to estimate the power consumption of the datapath.

As the post-implementation timing simulation can take several days for larger circuits, we again limit our investigation to the two benchmark instances Accidents and Audio, that we selected for the reasons described in the previous section. In addition to the three arithmetic formats investigated in this work, we also conduct the measurement for the double-precision FloPoCo-format from prior work [2].

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Power Consumption [Watt]</th>
<th>CFP</th>
<th>Posit</th>
<th>LNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>12.493</td>
<td>3.069</td>
<td>5.267</td>
<td>3.721</td>
</tr>
<tr>
<td>Audio</td>
<td>18.427</td>
<td>5.518</td>
<td>8.358</td>
<td>2.818</td>
</tr>
</tbody>
</table>

The results from the power analysis (Table V) align with our findings for the chip area in the previous sections: In the benchmark instance Accidents, where the customized floating-point was the most area-efficient format, it also requires the least power, followed by LNS. For the benchmark instance Audio, where LNS was the most area-efficient format due to the low number of adders in the SPN, LNS also requires the least power. Just as before, Posit is not able to keep up with the two other formats with regard to power usage.
Compared to the double-precision format from prior work, the SPN-optimized arithmetic formats developed in this work are able to save significant amounts of power.

D. Performance Evaluation

In this section, we evaluate the performance of three arithmetic formats implemented on the FPGA and compare it to a CPU and GPU-based implementation of SPN inference.

1) CPU & GPU Baseline: Based on the compiler infrastructure that we created for the design-space exploration (cf. Section IV), we additionally built a custom compilation flow mapping an SPN description to optimized C++ and CUDA-code, both using double-precision floating-point arithmetic. In both cases, we compiled using -O3 and -ffast-math to enable aggressive compiler optimizations. Our C++ compilation flow on an AMD Ryzen 1600X performs on par with the CPU-baseline from [2], and our CUDA compilation flow is able to outperform the original Tensorflow-based GPU-mapping from [2] by a factor of up to 90x on a Nvidia 1080Ti GPU.

2) Performance Comparison: For the comparison, we run the inference on the VC709 development board, coupled with an AMD Ryzen 1600X. Our measurements of the throughput in Fig. 6 also include the time required to transfer the data between host and FPGA.

For the three smallest count-based samples (NIPS5-20), the CPU provides the best throughput. For these small networks the overhead for data-transfer to the accelerator (GPU or FPGA) clearly dominates the execution time. With our optimized CUDA compilation flow, the GPU provides better throughput than the CPU for the remaining benchmarks, in particular for the binary examples.

Despite the large differences in the pipeline-depth (cf. Table IV), the performance for the three arithmetic formats implemented on the FPGA varies only slightly. Overall, all three versions deliver very similar performance (with an overall difference of less than 2%). Compared to the previous FPGA implementation in [2], the new formats provide better throughput (geo.-mean. 2.1x speedup). This is partly due to the higher operator frequencies, but also caused by improvements to the underlying TaPaSCo framework.

All three formats significantly outperform the CPU. Except for the three benchmarks mentioned earlier, the speedup reaches as high as factor 12x (geo.-mean 2.5x). The three FPGA versions also provide significantly higher throughput than the GPU-based implementation, here, the speedups reach up to 4.6x (geo.-mean. 2.1x).

Again, note that our measurements include the PCIe data-transfer to the FPGA memory. On shared-memory systems such as Zynq MPSoC, the speedup over the CPU and the GPU would reach up to 37x and 14x, respectively.

VII. Conclusion & Outlook

In this work, we have investigated three different arithmetic formats with regard to their suitability for Sum-Product Network Inference on FPGAs. We have developed an automatic design-space exploration framework, which allows us to efficiently identify the minimum bitwidth required for each of the formats to maintain a given error margin. Based on the findings from the DSE, hardware arithmetic operators, optimized for SPN inference, for each of the formats were implemented.

Our evaluation shows that customized floating-point is the most resource-efficient format for SPN inference, and is only outperformed by a logarithmic number system format for SPNs with very few adders compared to the number of multipliers. All three investigated arithmetic formats deliver almost identical performance and significantly outperform CPU and GPU-based implementations of SPN inference, by factors up to 12x and 4.6x, respectively.

In future work, we will investigate how the hardware arithmetic operators can be optimized further, e.g., by using fused operators.
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